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ABSTRACT: In this research, we develop a three-way coupled prediction system to advance the realization of air–sea in-
teraction processes. This study considers the sea-state-dependent momentum flux and nonlinear interactions between
waves, winds, and ocean currents using the U.S. National Centers for Environmental Prediction’s operational Hurricane
Weather Research and Forecasting (HWRF)-Hybrid Coordinate Ocean Model (HYCOM) coupled modeling system.
Wave feedback is performed through the air–sea interaction module (ASIM) added to WAVEWATCH III (WW3), which
employs the wave boundary layer to parameterize unresolved high-frequency tail spectra by using the mean flux profile
constructed from the conservation of total momentum and wave energy. The atmospheric momentum flux is updated
using the sea-state-dependent Charnock coefficient, wave-induced stress, and ocean surface currents before being passed
to HYCOM. Wave coupling in HYCOM includes Coriolis–Stokes forcing to simulate wave–current interactions and to en-
hance mixing to account for Langmuir turbulence. The fully coupled system is tested for Hurricane Laura (2020). This
paper examines the forecast skills of the individual component models by comparing simulations with observations. With-
out skill degradation of HYCOM andWW3, the three-way coupling method improves the track and intensity forecast skills
by 5% each over those of HWRF-HYCOM coupling, and 27% and 17% over those of uncoupling, respectively. Impor-
tantly, this fully coupled system outperforms rapid intensification by reducing the intensification magnitude and matching
the occurrence and duration. Overall, the forecast performance evaluated in the study establishes a baseline for the next-
generation hurricane prediction system.

SIGNIFICANCE STATEMENT: This study is the documentation of the numerical advancement of tropical cyclone
(TC) forecasting and the demonstration of the improvement of the TC intensity forecast. A key asset is the importance
of wave coupling and inclusion of the nonlinear interactions in the air–sea interaction zone, and is to advance the cur-
rent U.S. NCEP operational coupled hurricane modeling system. By assessing simulations for Hurricane Laura (2020),
we demonstrate skill improvement of the storm structure, and intensity forecasts, especially for rapid intensification
(RI) by correcting the timing and the magnitude of RI simulated by uncoupling and two-way coupling.

KEYWORDS: Air-sea interaction; Mesoscale processes; Oceanic waves; Wind waves; Mixing; Upwelling/downwelling;
Tropical cyclones; Coupled models; Short-range prediction

1. Introduction

Tropical cyclone (TC) numerical weather prediction de-
pends on the accurate representation of the flux exchange of
momentum, heat, and moisture at the air–sea interaction
zone. A TC draws heat energy from the ocean and converts it
to mechanical energy to sustain or abate its intensity. The un-
derlying process is sea surface temperature (SST) feedback,
which closes the thermodynamic loop between the atmosphere
and the ocean as one Earth system. Air–sea interaction processes,
however, are more complex than a simple SST feedback pro-
cess. The processes are highly nonlinear and predominated by
spatiotemporal multiscale turbulence (Black et al. 2007; Chen
et al. 2007; Edson et al. 2007). Much progress has been made

in the scientific understanding of air–sea–wave interactions
over the past 30 years (Hagos et al. 2020), but this remains a
relatively less explored area in TC prediction.

To date, the current practice in operational TC numerical
weather prediction (NWP) is based on two-way dynamic
ocean–atmosphere coupled models}e.g., the Geophysical
Fluid Dynamics Laboratory hurricane model (Bender et al.
2007), the National Centers for Environmental Prediction
(NCEP) Hurricane Weather Research and Forecasting
(HWRF) Model (Kim et al. 2014; Tallapragada 2016), the
Hurricane Multi-Scale Ocean-coupled Non-Hydrostatic Model
(Mehra et al. 2018), the U.S. Navy’s CoupledOcean–Atmosphere
Mesoscale Prediction System for Tropical Cyclones (Doyle et al.
2012; 2014), and the Tropical Cyclone Limited Area Prediction
System (Sandery et al. 2010). This approach generally uses the
same bulk parameterization of turbulent exchange fluxes as that
used for non-coupled modeling. A first step taken to advance the
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coupled HWRF model is to explicitly include waves for better
representation of the air–sea interaction processes, the coevolu-
tion of the atmospheric and oceanic state, and also improvements
in predictability.

Under a moving TC, the generation of ocean surface grav-
ity waves poses different levels of complexity beyond the
capabilities of the current U.S. NCEP operational NWP
models. In the presence of gravity waves, airflow becomes
rougher. Hence, these waves are more efficient in extracting
momentum flux from the air. Due to the time variations
in TC intensity and transit speed, the waves induced by the
TC can be fetch and duration limited. In the conditions, the
atmosphere–ocean momentum exchange is further modulated
by waves through sea state, wave-induced stress, wave–wave,
wave–wind, and wave–current interactions. However, oceanic
and atmospheric models use a constant Charnock coefficient
to parameterize surface roughness (Charnock 1955), including
hurricane wind speeds exceeding 30 m s21 (Kurihara et al.
1998). Wave-induced stress is primarily governed by the high-
frequency part of the wave spectrum and has the largest
growth rate in high-wind conditions (Donelan et al. 2004) or
magnitude greater than 15 m s21 (Tolman 2014). However,
the current state-of-the-art numerical wave models are unable
to accurately resolve the high-frequency part of the wave
spectrum. For this reason, models employ parameterizations
for high-frequency components using, for instance, momen-
tum and energy conservation (Hara and Belcher 2002; Moon
et al. 2004a,b; Reichl et al. 2016), an energy balance model
(Kudryavtsev and Makin 2001; Makin and Kudryavtsev
2002), or a unified velocity structure (Bye and Wolff 2008).

In our study, we used the NCEP WAVEWATCH III
(WW3) model with the air–sea interaction module (ASIM)
developed at the University of Rhode Island as a submodule
for wind–wave coupling (Moon et al. 2004a,b; Reichl et al.
2016). An underlying assumption used in the calculation of
wave-induced stress is the conservation of wave energy and
momentum in the wave boundary layer to support the mean
wind profile. Total stress in the boundary layer is the sum of
wave-induced stress and turbulence that matches the atmo-
spheric momentum flux at the top of the wave boundary layer.
These unresolved stresses are estimated through tail spectrum
parameterization, which includes the impact of waves on the
inner height, such as the wave growth rate, the misalignment
between wind and stress, and the parameterized effects of
wave breaking (see details in Reichl et al. 2014, hereafter
R14). Doyle (2002) and Chen et al. (2013) both developed
and demonstrated a three-way hurricane–ocean–wave cou-
pling system for real cases. Although they employed different
methods for the wave-induced stress estimates by applying ei-
ther a simple roughness length scale as a function of the total
and wave-induced stress (Doyle 2002) or empirically deter-
mined the short-wave spectrum based on a logarithmic wind
profile (Chen et al. 2013), the objectives of these studies were
similar to our present study. However, their approaches ex-
cluded the relative effects of ocean currents on the atmo-
spheric wind and nonlinear interactions between waves and
ocean currents. Our study explicitly not only includes resolved
ocean current–wave interactions and ocean current–wind

interactions but also includes the effects of Langmuir turbu-
lence on the parameterized ocean surface boundary layer
mixing in the ocean circulation model.

Although it is still difficult to make quantitative measure-
ments of flux exchange and also is not well understood in
terms of the fundamental physics, the importance of the feed-
back in the air–sea interaction zone has long been recognized
in the development of atmospheric mesoscale variations
(Small et al. 2008; Song 2021; Renault et al. 2016; Sweet et al.
1981). Recently, the numerical approach has been raised to
increasing levels of coupling submodels and physics (e.g., Liu
et al. 2011; Porchetta et al. 2020; Zambon et al. 2014; Xu et al.
2021; Zambon et al. 2021). These methods are based on NWP
systems that are more sophisticated and include different
component models from those of operational numerical mod-
els. But, they provide new or improved knowledge and tech-
nologies to apply in numerical guidance models. We present
our efforts on full hurricane–ocean–wave coupling using the
operational HWRF system and assess the prediction perfor-
mance for essential features in each submodel. The outline of
the present paper is as follows: an introduction of the coupled
modeling system is presented in section 2, its application in
section 3, the results in section 4, and a summary and conclu-
sions in section 5.

2. Coupled modeling system

The coupled modeling system used in this study is based on
version 13.1 of HWRF, which provided operational numerical
guidance for the 2021 season TC forecasts. The major compo-
nents of the system include the HWRF Model, the Hybrid
Coordinate Ocean Model (HYCOM), and WW3. The wave
coupling allows interacting with the surface boundary layer
model of the atmospheric model component (Moon et al.
2004a,b; R14). For there to be wave–ocean interactions, HYCOM
employs a Stokes drift module that recognizes wave–
current interactions and Langmuir turbulence mixing. Figure 1
shows a schematic of the three-way HWRF modeling system,
with coupling variables and the directions of the flow of infor-
mation between the model components. Coupling communica-
tions are conducted through the NCEP coupler that passes
exchange variables after interpolation/extrapolation.

The atmospheric model component is configured with two
moving nests that follow a storm at fine horizontal resolutions
and a quasi-static outer domain at a coarse resolution that
provides estimates of basin-scale environmental dynamics and
physics (Fig. 2). HYCOM and WW3 cover a transatlantic re-
gion extending from 58 to 458N in latitude at a resolution of
1/128 on a Mercator projection and rectangular coordinates,
respectively. Prognostic variables over unmapped areas of the
HWRF outer domain are substituted with the initial condition
values persistently over the entire forecast period, and the
HYCOM unmapped region are prescribed with time-variant
global forecast system (GFS) forcing.

For the very first cycle, HWRF starts from a cold start that
is based on the NCEP GFS analysis through remapping onto
the rotated-Earth coordinates in the horizontal direction and
the sigma-pressure hybrid layers in the vertical, followed
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by the vortex relocation and the GSI-based data assimilation.
The following cycles starts from a product of data assimilation
using the 6-h forecasts from the previous cycle as the back-
ground. When tail Doppler radar observations are available
the hybrid data assimilation with a 40-member ensemble Kal-
man filter (ENKF) is employed. More details are found in
Biswas et al. (2018). The ocean component uses the RTOFS
nowcasts and forecasts for ICs for the first cycle, through sub-
set to the regional domain. For the following cycles, the ICs
are the 6-h fields from the previous cycle (“warm start”). A
similar subset approach is taken for the WW3 ICs from the
NCEP global wave model forced by GFS, GFS-Wave. Al-
though HYCOM employs closed BCs, HWRF updates the
BCs at 6-h intervals with remapped GFS forecast products,
and WW3 uses hourly GFS-Wave spectral forecasts.

The coupled system software is available at https://svn-dtc-
hwrf.cgd.ucar.edu/trunk, and the scientific documentation
and user’s guide are available as well at https://dtcenter.org/
community-code/hurricane-wrf-hwrf.

a. Atmospheric model

HWRF is a high-resolution, cloud-resolving regional model
built on the Nonhydrostatic Mesoscale Model (NMM) dynamic
core (Janjić et al. 2010) with a suite of physics specifically
fine-tuned for TC forecasting applications (Gopalakrishnan et al.
2011; Biswas et al. 2018; Mehra et al. 2018). The dynamic solu-
tions for the triple-nest configuration are sought at 13.5/4.5/1.5 km
resolutions on an Earth-rotated Arakawa E-grid and 75 hybrid
pressure-sigma vertical coordinates, with two-way feedback be-
tween the nesting and nest domains through up- and down-scaling,

FIG. 1. Schematic of the HWRF system that shows the three-way coupling of the atmospheric
model (HWRF), the ocean circulation model (HYCOM), and the surface wave model (WW3).
Arrows denote the direction of data flow.

FIG. 2. The HWRF modeling area: the gray, pink, and cyan-shaded boxes denote the atmo-
spheric outer (D1), intermediate (D2), and inner domains (D3), respectively. The blue rectangu-
lar box represents HYCOM, and the red dashed box denotes the WW3 domain.
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except for six hourly updated boundary conditions for the outer
domain.

The physics in HWRF is updated at once every third
dynamic time step. The physics package includes Ferrier mi-
crophysics (Ferrier et al. 2002) for cloud processes, a rapid
radiative transfer model (Iacono et al. 2008) for longwave
and shortwave radiation, and a revised simplified Arakawa–
Schubert convective scheme (Han and Pan 2011) for deep
and shallow cumulus convection in the outer and intermediate
domains. More details on the latest physics suites can be
found in Biswas et al. (2018).

The planetary boundary layer (PBL) module estimates sub-
grid scale flux and provides the tendency of temperature,
moisture, and momentum flux to the air column. Specifically,
HWRF employs the nonlocal hybrid eddy-diffusivity mass-
flux (hybrid EDMF) scheme to determine PBL height using
the eddy diffusivity profile via iterating it until it matches the
profile with the surface-layer fluxes from the ocean and land
surface. Horizontal diffusion in the nest domains is parame-
terized with a flow-dependent length scale (Zhang and Marks
2015; Zhang et al. 2018; Wang et al. 2021). The PBL in
HWRF is exclusively coupled to the surface slab model
(Bender et al. 2007), where turbulent fluxes are estimated us-
ing the prescribed bulk exchange coefficients Cd and Ck for
the momentum and heat flux. The coefficients Cd and Ck are
defined as follows (Biswas et al. 2018):

Cd 5 k2 ln
zo
zl

( )22

; and (1)

Ck 5 k2 ln
zo
zl

( )21

ln
zo
zt

( )21

, (2)

where k is the von Kármán constant (0.4); zo and zt are the
roughness length scales for the momentum and enthalpy flux,
respectively; and zl is the lowest model-level height. The
2020 version of HWRF employs fifth- and sixth-order polyno-
mial functions of winds for zo (appendix A) and zt (appendix B),
respectively, which are estimated by fitting them to historical field
measurements under low and moderate winds and the wind tun-
nel laboratory results for high winds (see Biswas et al. 2018 for
more details). The resultant exchange coefficients for the neutral
conditions are shown in Figs. 4 and 3 in Biswas et al. (2018).

For ocean coupling, the outer and intermediate mesh grids
use the SST feedback directly and the innermost domain uses
up-scaled SSTs from the adjacent mesh grids to update the
surface flux in the surface boundary layer using the bulk for-
mulas (1) and (2). For three-way coupling, the atmospheric
wind stress is estimated as follows, using relative winds (U10)
to the sea surface current uo:

ta 5 raCd(U10 2 uo)U10 2 uo| |, (3)

followed by subtracting the wave-induced stress (tw):

ta 5 raCd(U10 2 uo)U10 2 uo| | 2 tw, (4)

where ra is the air density and Cd is the drag coefficient.

b. Oceanic model

HYCOM solves 3D governing hydrostatic primitive equa-
tions with no tides at 1/128 resolution on the Arakawa C grid
and 41 hybrid z–s vertical coordinates that follow depth coor-
dinates at the surface and potential density surfaces in the in-
terior (Bleck and Boudra 1981; Bleck 2002; Chassignet et al.
2003; Wallcraft et al. 2009). The regional HYCOM domain
covers the North Atlantic basin from 261.88 to 352.58 in longi-
tude and from 1.08 to 45.88 in latitude (Fig. 2). The initial and
boundary conditions (IC/BCs) are subsets of the U.S. NCEP
global RTOFS that has uncertainties of 0.688C, 0.738C, and
0.19 psu for T and S, respectively (Morrison et al. 2016; Ryan
et al. 2015). Numerical procedures solving the governing
equations, including the initial and boundary conditions
(ICs/BCs), are referred to Kim et al. (2014). HYCOM em-
ploys the nonlocal K-profile parameterization scheme (KPP;
Large et al. 1994; Halliwell 2004), which parameterizes turbu-
lent momentum and scalar fluxes via diffusivity and viscosity
profiles from the sea surface to the bottom of the boundary
layer and nonlocal scalar fluxes in the layer.

There are different ways to exchange coupling parameters
between the atmosphere and ocean circulation models. For
instance, Benetazzo et al. (2013) and Hegermiller et al. (2019)
have the ocean model component calculate turbulence heat
flux and momentum flux using the Coupled Ocean-Atmosphere
Response Experiment (COARE) v3.0 bulk flux algorithms
which are valid for winds less than 20 m s21 (Fairall et al.
2003). Our approach, instead, is to directly import atmo-
spheric surface turbulent momentum flux [Eq. (3) or Eq. (4)
for two-way and three-way coupling, respectively] and heat
flux estimates using the length scale zo and zt, to force
HYCOM (see Fig. 1).

When the three-way coupling is activated, HYCOM
receives the depth- and frequency-integrated Stokes drift Us

(a monochromatic and deep-water surface gravity wave), the
mean wavenumber K, and the wave-induced stress (tw) from
the wave model, followed by projecting Us to depth (z, down-
ward), using the expression of us 5 Use

2Kz. HYCOM in turn
updates the momentum [Eq. (4) in Ali et al. 2019], pressure
gradient force, and continuity equations (Rogers and Wallcraft
2013), with Coriolis–Stokes forcing and the wind stress
[Eq. (4)]

HYCOM’s KPP mixing is enhanced by Langmuir turbu-
lence to account for the wave-current-induced Langmuir cir-
culation. There are four options of parameterization of the
Langmuir mixing enhancement (Fl), which were referenced to
(i) McWilliams and Sullivan (2000); (ii) Smyth et al. (2002);
(iii) Harcourt and D’Asaro (2008); and (iv) Takaya et al.
(2010). Preliminary results of sensitivity experiments for the
cases of Hurricane Michael (2018) and Hurricane Laura
(2020) suggest that options i, iii, and iv exhibit similar skills in
their TC forecasts and also similar mixed layer depth (MLD)
and SST cooling, whereas option ii results in poor intensity
and track skill, compared to the other options. In this study,
we used option i for the enhancement factor Fl expressed as
Fl 5 (11 0:080=L4

a)1=2, where La 5 ( u*∣∣ ∣∣= us| |)1=2 is the turbu-
lent Langmuir number that measures the relative influence of
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directly wind-driven shear (with frictional velocity u*) and the
Stokes drift Us. Ali et al. (2019) reports from the study of intra-
season and non-TC conditions that too much mixing with the
option i. This is inconsistent with the results of the sensitivity
study for TC Michael and Laura. Details from the sensitivity
study for hurricane predictions to the alternative Langmuir mix-
ing schemes will be explored in a follow-up study.

c. Wave spectral model

WW3 is version 6.05 of a third-generation model (Tolman
2014), with the source term (ST4) package (Ardhuin et al.
2010). Wind waves are described by the action of the density
wave spectrum S(K, u) (where K is the wavenumber and u is
the azimuthal angle) that is partitioned by 50 frequency bands
ranging from 0.0350 to 0.9635 Hz with an incremental factor
of 1.070 Hz and 36 evenly spaced directions starting at 58 from
true North (8T).

The momentum exchange coefficient Cd is sensitive to
shorter waves, i.e., the high-frequency wave spectrum. How-
ever, current wave models are unable to accurately represent
the high-frequency part of the wind spectrum, due to parame-
terizations in unconstrained source terms in high-wind condi-
tions. To estimate the full-wave spectrum, Moon et al. (2004a,b)
employed the equilibrium tail model (Hara and Belcher 2002)
for the under-resolved spectrum range higher than frequency
3fpi and merged this with the wave spectrum simulated by
WW3. To estimate zo, they used the full spectrum and the
mean wind profile determined by the assumption of the total
stress tt (5 tw 1 ty, where tw and ty are wave-induced and tur-
bulence stress, respectively) and the bulk energy balance inside
the wave boundary layer. The top and bottom boundaries are
constrained by matching the tt to the atmospheric wind stress ta
(typically a height of 10 m), and to the viscous stress ty (based
on a roughness length scale zy of 0:1Ky=

��������
ty=ma

√
, where ma is the

air viscosity, 1.45 3 1025), respectively (Moon et al. 2004a). In
general, WW3 tail energies are overestimated. To mitigate, we
estimate the saturation tail spectrum by assuming a linear tran-
sition in a range between 1.25fpi and 3fpi, and a constant value
at frequencies above 3fpi, as reported in R14. In this study, the
precise value of the high-frequency spectral tail is determined
as a function of the wind speed to produce a mean drag coeffi-
cient (over the various sea states) that is consistent with the
bulk formula employed in the surface boundary layer in the at-
mosphere model. The form stress tw is estimated for a given
wavenumber K at a height in the boundary layer (z 5 d/K,
where d is the height parameter and is set to 0.03) in the mean
profile using the conservation of tt. The zow is calculated using

zow 5 z exp 2 k
Uc

u*

∣∣∣∣
∣∣∣∣

( )
, (5)

where k is von Kármán’s constant (0.4) and |Uc| is the wind
speed at z corrected for its direction by the misalignment an-
gle to account for the wind stress change due to crosswind
swell (e.g., Porchetta et al. 2020; Holthuijsen et al. 2012; Hsu
et al. 2017). The Charnock parameter aw(5 zowg=u*2) is diag-
nosed based on the resulting values of u* and zow in Eq. (5).

For the three-way coupling configuration in this study, WW3
passes the ã ratio to the coupler:

ã 5 (zowg=u*2)=(zog=u*2) 5 zow=zo: (6)

In turn, the surface boundary layer of the atmospheric
model applies the ã ratio after it is received from the coupler
to update the momentum and enthalpy flux estimates using
Eqs. (1) and (2), respectively.

3. Application

a. Simulations

To evaluate the impact of the fully coupled system on TC
prediction (hereinafter H3W1), we also performed two-way
HWRF-HYCOM coupling (H21H) and uncoupled HWRF
forecasts (H21A), without tuning physics and parameteriza-
tions for the individual systems.

Each experiment was performed by covering the entire life
cycle of Laura from 1800 UTC (20 August 2020) to 0600 UTC
(27 August 2020), producing 27 verifiable cycles. Each cycle
generated 126-h forecast products, including 3-hourly 1-min-
sustained maximum wind (Vmax), minimum pressure (Pmin),
TC center location, and the storm size for each storm quad-
rant for wind radii of 34 kt (R34), 50 kt (R50), 64 kt (R64),
and the maximum wind (Rmax) as part of the postprocessing
calculations (1 kt ≈ 0.51 m s21).

When an additional submodel is added, there is always a
problem with balancing the mass, energy, and heat within the
integrated model as a single unit. One option is tuning param-
eters, to minimize the imbalance and reduce the impact on
the forwarded computation, or another approach is to employ
a strongly coupled data assimilation. This study, however,
uses none of them. It is because our objective of this study is
to assess the TC forecast skill by adding a component model,
but not the improvement of the three-way coupling system.

b. Hurricane Laura 2020

Hurricane Laura (13L) was one of nine TCs in 2020 that
underwent rapid intensification (RI) for the season, becoming
the first category-4 hurricane (peak 1-min sustained winds of
130 kt). The storm formed from a tropical wave south of the
Cape Verde Islands on 17 August. For the next 48 h, the
storm maintained its tropical depression (TD) status (green
line in Fig. 3). At 1800 UTC 21 August, 12 h before traversing
the Lesser Antilles, Laura became a tropical storm (TS),
maintaining TS intensity as it passed over Cuba. As soon as
Laura entered the Gulf of Mexico (GOM) at 0600 UTC
25 August the storm intensified into a category-1 hurricane.
During the following 48 h, Laura traveled over relatively
warm water in the northwest GOM, where it gained intensity
gradually for the first 24 h, from 55 to 75 kt, and subsequently
gained intensity exponentially up to 130 kt. At landfall in
Cameron, Louisiana, United States, at 0600 UTC 27 August,
Laura’s maximum intensity was 130 kt, making it the strongest
U.S. landfall TC in the 2020 season. It was reported that a 10-ft
storm surge caused severe flooding along the Louisiana coast,
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with at least 42 casualties and approximately USD $19 billion
in damage.

Despite Laura’s potential dissipation due to interaction
with the land while traveling over the Lesser Antilles, the
storm maintained its TS status, likely because of its relatively
fast-moving speed (an average speed of 8 m s21) and the influ-
ence of the Bermuda high pressure system. After Laura left
Cuba at 0600 UTC 25 August and was no longer influenced
by Bermuda high, the storm entered a moisture-laden environ-
ment with weak shear due to a midlevel jet trough to the west.
During Laura’s northwestward transit over the GOM, the
storm slowed from 7.5 to 6.5 m s21 (∼0000 UTC 27 August).

The main forecast assessment in this paper focuses on the
period in which Laura traveled over the GOM. Pre-Laura
oceanic conditions in the GOM consisted of mesoscale fea-
tures that include cold-core water in the central gulf that sepa-
rates the relatively warm GOM water into the western and
eastern basins (Fig. 3). The loop current (LC) extended to
∼268N, with SSTs less than 328C. Hurricane Marco passed
over the central GOM between 22 and 25 August with 65 kt
as its maximum intensity, and Laura crossed over the same
area ∼2 days later. Hence, this cold-core water (not clear in
Fig. 3) might be partially influenced by Marco.

c. Observational data

Model validation was supported by observational data from
the National Hurricane Center (NHC)’s best track (BT) data-
base for TC center locations, intensity, and storm sizes; direc-
tional wave data from National Data Buoy Center (NDBC)
buoys (black dots in Fig. 3) for significant wave height (Hs),
peak period (Tp), and direction (D); and hydrographic pro-
files from a fleet of underwater gliders (Fig. 4) for model tem-
perature (T) and salinity (S). Table 1 lists NDBC wave buoys
selected within a 325-km distance from the observed TC loca-
tions (white open circles in Fig. 3, except for malfunctioning

buoy 42001), including storm intensity and the approximate
time of the storm.

Upper-ocean T and S observations were available from a
fleet of gliders in two regions: the northern GOM (Fig. 4b)
under the domain of the U.S. Integrated Ocean Observing
System (IOOS) and in the vicinity of Puerto Rico (Fig. 4c),
supported by the hurricane glider project of NOAA’s Atlantic
Oceanographic and Meteorological Laboratory (AOML).
The T/S profiles were available at approximately 2-h intervals
and to a depth of 900 m from all gliders, except Stommel and
NG412 due to missing observations in the upper 25 m and in-
strument failure, respectively.

Evaluation of the domain-wide SST was conducted using a
daily composite OISST Version 2 data record (Reynolds et al.
2007; Banzon et al. 2016). The products are available at 1=48

horizontal resolution and daily intervals from 1978 to the
present.

4. Results

a. Atmospheric results

1) STORM TRACK AND INTENSITY

Figure 5 presents the results of homogeneous validations
for 27 verifiable cycles from all experiments against the BT,
showing that H3W1 and H21H improved track forecasts by
27% and 22%, respectively, compared to H21A (Fig. 5a).
These improvements are statistically significant, particularly
for the lead time of 96 h. A similar improvement, although
not statistically significant, is found for the Vmax intensity
(Fig. 5b), as indicated by reductions in the maximum mean
absolute error (MAE) of #6.9 kt for H21A and #5.8 kt for
H21H. Compared to H3W1, the relatively poor performance
of H21H for track and intensity is not statistically significant
at the 95% confidence interval, whereas the low forecasting
performance of H21A is associated with large MAEs in terms

FIG. 3. Observed track and intensity of Hurricane Laura (13L) based on the Saffir–Simpson
wind scale, superimposed on the optimum interpolation sea surface temperature (OISST) for
21 Aug 2020 (shaded) at 0.58C intervals. Dashed curves represent 268C SSTs. Black dots with
and without white circles denote NDBC wave buoys (see Table 1) and temperature stations,
respectively.
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of both track (Fig. 5a) and intensity (Fig. 5b). For early cycles
from 1800 UTC 20 August 2020 to 0600 UTC 22 August 2020,
the track predictions are biased to the east of the BT (Fig. 6).

The track predictions for a total of 14 cycles after 1800 UTC
23 August 2020 agreed well with the BT and exhibited little
bias, in contrast with the eastward bias for the previous
13 cycles (Fig. 6). The statistical results for all 27 cases indicate
that the eastward bias (or rightward bias) is the worst for
H21A and is less for H21H followed by H3W1. Similarly, the
along track MAE and bias are the largest for H21A and the
smallest for H3W1. For the early cycles, all the three models
coincidently predict premature intensification. However, the
H3W1 forecasts comparatively have less cases of false intensi-
fication (Figs. 6h,i) than H21A and H21H. It is also noted that
the predicted intensity is generally higher for H21A, followed
by H21H and then H3W1. Figure 6 clearly suggests better
skills for the later cycle in both track and intensity than the
earlier cycles. Among the late cycles, all three experiments
produce comparable track prediction for the 0600 UTC

24 August 2020 cycle, which alleviates potential uncertainties.
Hereafter, our analysis focuses on this cycle.

Comparisons of the track and intensity forecasts for the
0600 UTC 24 August 2020 cycle are presented in Fig. 7. It is
noted that the predicted tracks are similar to the BT until 12 h
before landfall, when H21A diverges westward, compared to
H21H and H3W1 (Fig. 7a). All three experiments show early
intensification. Among them, however, the H3W1 forecast
agrees better with the BT in terms of RI magnitude, occur-
rence, and duration; and the H21A prediction is the worst,
with the maximum intensity (149 kt) occurring ∼12 h sooner
and ∼20 kt higher (Fig. 7b). The H21H forecast performance
falls between H3W1 and H21A, showing a maximum intensity
of 139 kt at 1800 UTC 26 August. The three experiments start
intensification at 1800 UTC 24 August, 0600 UTC 25 August,
and 0000 UTC 25 August for H21A, H21H, and H3W1, re-
spectively, and reach a peak intensity of 149 kt at 0000 UTC
27 August for H21A, 139 kt at 1800 UTC 26 August for
H21H, and 133 kt at 1800 UTC 26 August for H3W1. Hence,

TABLE 1. Directional wave NDBC buoys (black dots with white open circles in Fig. 4) within a 325-km distance from the Laura best
track with negative (positive) means located at the west (east) of the best track.

ID Longitude (8) Latitude (8) Distance (km) UTC Date Pmin (hPa) Vmax (kt)

42035 294.413 29.232 2124 0600 27 Aug 938 130
42019 295.345 27.910 2239 0000 27 Aug 938 130
42002 293.646 26.055 2179 1800 26 Aug 952 120
42003 285.615 25.925 277 1800 25 Aug 990 70
42056 284.945 19.820 2324 0000 25 Aug 998 55
42059 267.483 15.252 2295 1800 22 Aug 1004 45
42060 263.331 16.433 285 0000 22 Aug 1008 40
41040 253.045 14.554 2231 1800 20 Aug 1008 30

FIG. 4. (a)–(c) Glider sampling trajectories (black lines) superimposed Hurricane Laura’s best track (Saffir–Simpson
wind scale). Insets are enlarged areas of the rectangular boxes in (a), for a set of gliders in the northern Gulf of
Mexico in (b), and in the vicinity of Puerto Rico in (c). Green dots along the glider tracks in (b) denote the locations
at 0600 UTC 24 Aug 2020.
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the RI magnitude for H3W1 is 78 kt (42 h)21, similar to the
observed 80 kt (54 h) 21 and with a lag of only 6 h.

2) STORM STRUCTURE

For simplicity, the analysis of the storm structure was based
on the average of four-quadrant wind radii. The experiments
showed a similar prediction of the radius of maximum wind
(Rmax), with an MAE # 20 n mi and a mean bias of 25 n mi
(1 n mi 5 1.852 km). Although not statistically significant, we
noted that among the three runs the H21H Rmax variations
were the highest, mainly in early lead time# 30 h. An analysis
of R34, R50, and R64 reveals the same characteristics be-
tween the experiments. First, the MAE magnitudes decreased

with the increase in wind radii from ∼30 n mi on average for
R34 and ∼20 n mi for R50 up to ∼15 n mi for R64. Second,
the bias predictions for R34 and R64 were similar to the ob-
servations, but all three runs predicted a negative bias by
O(18) n mi for R50. Overall, however, H3W1 forecast a
smaller storm, compared to H21A and H21H.

Figure 8 shows Hovmöller diagrams of PBL height esti-
mates as a function of the normalized radial distance (r) to
Rmax (r/Rmax) in the x direction and the forecast lead time
in the y direction. H21A (Fig. 8a) predicted the largest
PBL height of ∼2.5 km, as well as the largest spatial extent
(5.4r/Rmax for 1.5-km height, for example), whereas H3W1
predicted (Fig. 8c) the lowest height (,2.2 km) and smallest
radial extent (,4r/Rmax). A recent study that analyzed

FIG. 6. (a),(d),(g) Track; (b),(e),(h) Vmax intensity; and (c),(f),(i) Pmin intensity forecast for the individual cycles (listed in the legend
box in terms of month, day, and hour) for (left) H21A, (center) H21H, and (right) H3W1. The thick black lines with white dots are the ob-
servations (BT).

FIG. 5. Homogeneous comparisons of track and intensity forecasts showing the mean absolute error (MAE) for
(a) the track and (b) minimum wind (Vmax) intensity, as a function of forecast lead time (h; in black) and the number
of verified cases (in cyan). Vertical bars in (a) and (b) denote the 95% confidence intervals.
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dropsonde data from 13 North Atlantic hurricanes from
1997 to 2005 (Zhang et al. 2011) reported that the inflow layer
is different with different definitions of the PBL height, and
that the mixed layer depth definition produces the highest
height (1.5 km). Compared to the observations, HWRF gen-
erally predicts a higher PBL. Additional coupling (H3W1) ap-
pears to mitigate the overprediction by 12% (7%) and
4% (3%), reducing the H21A and H21H peak (mean) values,
respectively. Zhang et al. (2015, 2018) reported that the rela-
tionship between PBL height and TC intensity is sensitive to
vertical and horizontal mixing length scales. We followed this
suggestion and employed the flow-dependent length scale
demonstrated in Wang et al. (2021). There might be further
tuning required for a fully coupled model, but lowering the
overestimated height via uncoupling and two-way coupling is
evident. This is probably explained by the reduction in turbu-
lent momentum flux (an example is shown in Figs. 9a–c) and
heat flux (as shown in Figs. 20a–c).

3) WIND STRESS

Wind stress ta was computed from the HWRF surface layer
scheme with the option of direct communication with
HYCOM for surface ocean currents uo as well as the ASIM
for wave stress tt and roughness zow. Figures 9a–c show the
54-h forecast wind stress for the 0600 UTC 24 August 2020 cy-
cle. H21A predicted an axisymmetric pattern with a maxi-
mum value of 10.0 N m22 in the TC eyewall (Fig. 9a). For
comparison, H21H (Fig. 9b) and H3W1 (Fig. 9c) were weaker
and more asymmetric toward the right side, with peak values
of 8.8 and 6.8 N m22.

Figures 9d–f show the instantaneous Cd corresponding to
the wind stress (Figs. 9a–c). There were significant differences
between H21A and H3W1. For instance, a high Cd (0.0026)
value for H21A can be observed in the front right quadrants,
extending from R64 to R50 and from the front to the rear

quadrants (Fig. 9d). Conversely, the same Cd is found in the
rear right quadrant for H3W1 (Fig. 9f). This suggests that a
large reduction takes place between the front and rear sides
in the right quadrant through the full coupling. Meanwhile,
the H21H Cd field (Fig. 9e) is similar to the H3W1 counter-
part of a concentric pattern, except for the magnitudes.

Figure 10a shows the estimates of the Charnock coefficient
ratio, ã [Eq. (6)], depicted in the zoomed-in inset area in
Fig. 8f. In general, ã is less than 1 and the small value is ob-
served in the right quadrant along the Rmax (red dashed
line), ranging from the minimum of 0.2 to 0.6. This is in agree-
ment with Moon et al. (2004b), who reported small zow values
in high winds caused by young seas aligned with local winds,
and supports the reduction of Cd with wind speed. Figures
10b–d show Cd for each quadrant, as a function of 10-m wind
for each experiment. Notable impact by the three-way cou-
pling is found in low winds below ∼10 m s21, showing large
variations in the northwest (NW) quadrant, followed by the
southwest (SW), northeast (NE), and southeast (SE) quadrant
(Fig. 10b). A similar finding exists for the H21H Cd (Fig. 10c),
except the shift of a local minimum wind. Apparently, the
H21A Cd follows the predescribed curve the most (Fig. 10d).
In conclusion, the momentum flux is sensitive to ã, and its spatial
variability alters the ta field, not Cd. Only quadrant-dependent
Cd exists in a low wind regime. Hence, the direct use of sea-state-
dependent roughness length scale is recommended in place of
the pre-described functions for zo (appendix A).

b. Ocean results

1) SEA SURFACE TEMPERATURE

The daily composite 1=48 OISST shown in Fig. 11a de-
monstrates that significant SST cooling occurred for 7 days
(21–17 August 2020) in the GOM. This cooling varied on a
spatial scale of 100 km. The local peak in cooling was 2.58C at
∼25.58N, 87.58W , followed by a second peak of 2.08C at

FIG. 7. (a) The 6-hourly track and (b) Vmax (solid)/Pmin (dashed) intensity forecasts for the 0600 UTC 24 Aug 2020
cycle: black, red, and blue lines in (a) and (b) denote uncoupling (H21A), two-way coupling (H21H), and three-way
coupling (H3W1), respectively. The best track (BT) is shown in color in (a) based on the Saffir–Simpson wind scale
and in gray in (b).
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26.88N, 90.58W. Both extremes are located ∼37 km east of the
BT. An asymmetric pattern can be observed between the
western and eastern GOM. This may be the result of the com-
pound impact of Laura and Marco, of which the paths crossed
∼248N, 878W ∼2 days apart with a maximum sustained wind
of 65 kt for both.

Figure 11b shows the daily SST difference from day 0
(21 August) estimated along the track ∼30 km east (dots in
Fig. 11a) of the BT. Low day-0 SSTs cover the area east of the
Lesser Antilles (see Fig. 3), where the maximum cooling
O(1)8C is found at day 4 (light blue) in an area around the
West Indies. SST becomes warmer thereafter. These warm
SSTs in the GOM (shaded box in Fig. 11b) are already cooler
by day 1 and continue to cool with time (red dots). This sug-
gests that the area had already been influenced by Hurricane
Marco from day 1. The SST cooling in GOM is further in-
creased by Laura with time, showing O(0.8)8C at day 3 to
∼2.58C at day 6.

To estimate the model SSTs for comparisons with the daily
analysis, we used the predicted track for the 0600 UTC
24 August 2020 cycle run to find locations ∼37 km east. To pro-
duce daily model SST estimates, we first made a temporal aver-
age of 24 consecutive hourly outputs, followed by mapping the

1/128 resolution to the OISST grid spacing (1=48). The results
(Fig. 12) demonstrate that H21H and H3W1 both underpredict
SSTs compared to the composite product. This negative bias
gradually increased with time, with peak values as large as
0.88 and 1.08C at day 5 for H21H and H3W1, respectively. Con-
sidering the uncertainties propagated through interpolating and
averaging, i.e., O(1.25)8C and O(0.90)8C for H21H and H3W1,
respectively, and the OISST error of O(0.83)8C, the differences
from the analysis products were not statistically significant.
Nevertheless, the H3W1 SST was consistently cooler than the
H21H by an average of 0.258–0.308C.

2) UPPER LAYER

Simulations were compared to the glider observations using
a set of metrics of near-surface (10-m depth) temperature
(Temp) and salinity (Salt), mixed-layer depth/temperature/sa-
linity (MLD/MLT/MLS), ocean heat content (OHC), and
mean temperature in the upper 100 m (T100). Figure 13 pre-
sents the statistics in normalized Taylor skill diagrams H21H
(red) and H3W1 (blue) for the pre-storm cycle 0000 UTC
21 August 2020 (Fig. 13a) and the intensification cycle
0600 UTC 24 August 2020 (Fig. 13b). For the pre-storm case,
the predictability for all variables was similar between H21H
and H3W1, except for MLT (upper triangle), in which H21H
(red) gave better predictions than H3W1 (blue). Among the
metrics, Temp (represented by diamonds) demonstrated the
best performance for H21H and H3W1, having a correlation
coefficient (R) of 0.99, a standard deviation (STD) of 0.96,
and a centered root-mean-square error (CRMSE) of ∼0.10,
followed by Salt (circles) with ∼0.95 R, O(0.9) STD, and
∼0.40 CRMSE. MLD (stars) exhibited the worst performance.
The OHC simulation was also in the lower skill range, show-
ing a relatively small R of O(0.65), large STD, and a CRMSE
of ∼1.30 and ∼1.05, respectively, for H21H and H3W1.

For the TC intensification period (Fig. 13b), the perfor-
mance of Temp and Salt remained high for both H3W1 and
H21H, with values of ∼0.99 R, 0.90 STD, 0.10 CRMSE and
0.92–0.95 R, 0.8–0.9 STD, 0.25–0.30 CRMSE, respectively.
However, the H3W1 OHC (squares) and T100 (pluses) out-
performed H21H. For the integrated variable MLT, H3W1
maintained its pre-storm performance, but the performance
of H21H declined, compared to the pre-storm case. The MLS
performance of H3W1 and H21H MLS improved for the in-
tensification case but, compared with each other, their perfor-
mance was reversed, with H21H performing better than
H3W1. The MLD performance of both H3W1 and H21H was
degraded for the in-storm case, showing a low R of 0.15–0.2, a
low STD (0.1), and a CRMSE of ∼0.50. The low STD and
CRMSE imply little variation in the MLD, which might be
the case since the upper ocean response to the storm was
overwhelmed by data from a remote area, i.e., samples col-
lected in the vicinity of Puerto Rico.

A close examination of the upper ocean’s response to
Laura for the intensification case was conducted using obser-
vations from glider NG645. Glider NG645 encountered Laura
near the final stage of intensification. Figure 14 shows model
T (left panels) and S transections (right panels), sampled

FIG. 8. Height prediction of the planetary boundary layer (km)
per unit-normalized radial distance (r/Rmax) for (a) H21A,
(b) H21H, and (c) H3W1, with lead times from 3 to 78 h for the
0600 UTC 24 August 2020 cycle (y axis). Dashed contours denote
heights of 1.0, 1.5, and 2.0 km, for reference. The horizontal dashed
line represents landfall.
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following the glider observations (Figs. 14a,b) for the period
from 0600 UTC 24 August to 1200 UTC 29 August. The ob-
served pre-storm MLD and Z26 were centered at ∼22 and
∼80 m, respectively, with little variation, but the storm-excited
upwelling and mixing resulted in the undulation and shoaling
of MLD and Z26 for the post-storm period. A similar varia-
tion was predicted for H21H and H3W1 before and after the
storm, except the H3W1 MLD and Z26 values were shallower
by an average of ∼15 and ∼20 m, respectively, than their
H21H counterparts. It can be noted, however, that the H3W1
MLD value was in better agreement with the observed value.
The storm-induced cooling in MLD at NG645 was ∼0.88C,
and the model produced cooling values of 0.68 and 1.38C for
H21H and H3W1, respectively. The observed S values varied
from 35.4 to 36.7 psu, with an average of 36.1 psu. There was
good agreement between the observations and the S values of
H21H, with a mean difference (MD) of 20.36 psu and a
CRMSE of 0.67. Conversely, the S value of H3W1 was less
salty on average (MD of 20.27 psu) and varied close to the
observation (RMSE of 0.59 psu). The CRMSE for H21H
accounted for the relatively uniform S values in the upper
180 m. In contrast, H3W1 exhibited similar variations in
depth, as well as in time, as the observed results, with a mini-
mum S of 33.0 psu on 25 August in the near-surface layer
(Fig. 13f). This freshwater is advected from the northeast (not
shown) and is dissipated through wind mixing.

The upper ocean’s response, observed by glider NG314
west of the storm track, was less dramatic. The MD values of
H21H T for the pre and in-storm period were 0.68 and 0.58C, re-
spectively, and 0.78C before and 0.98C for H3W1, respectively.

Conversely, the model’s S value was quite similar to the ob-
served one for both the storm periods, with an MD in the range
of 0.01–0.03 psu and an RMSE of 0.15–0.17 psu. The differences
from the observations are slightly beyond or within the HYCOM
uncertainties (Morrison et al. 2016; Ryan et al. 2015).

3) SST COOLING

In section 4b(1), we discussed SST comparisons but at a
coarse and daily resolution. In this section, we investigate
SSTs at shorter temporal and smaller spatial scales. Due to
the unavailability of products higher than the daily frequency,
relative comparisons were conducted among the three experi-
ments. We chose the TC footprint, defined by an area inside a
radius of 500 km from the TC center. Figure 15 shows the
42- and 54-h SST forecasts for H21A (Figs. 15a,d), H21H
(Figs. 15b,e), and H3W1 (Figs. 15c,f). One can immediately
note the lack of storm-induced cooling for H21A (Figs. 14a
and 15d). Although H21H and H3W1 predicted cooling at
2.48 and 2.98C, respectively, the 42 h cooling for the latter
(Fig. 15c) was higher than the former (Fig. 15b), by O(0.5)8C
at R50 in the rear-right quadrant, for instance. The difference
in SST in the rear-right quadrant beyond R50 for both the
runs was cooler by O(0.5)8C than the magnitude at the inner
radius (R50), and this was primarily due to vertical entrain-
ment (Brand 1971; Shay et al. 1992, 2000; Shay and Uhlhorn
2008). In that area especially, cold water between the LC and
a warm eddy was further enhanced by Laura, more so for
H3W1. A local maximum vertical velocity was predicted, cen-
tered at ∼80 m, with a magnitude of 0.20 and 0.22 cm21 for

FIG. 9. The 54-h forecast for (top) wind stress and (bottom) drag coefficient Cd simulations for (a),(d) H21A; (b),(e) H21H; and (c),(f)
H3W1, superimposed on the predicted track based on the Saffir–Simpson wind scale. Dashed circles denote the radius of predicted 34-,
50-, and 64-kt wind. The solid box in (f) is referred to in Fig. 10a.
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H21H and H3W1, respectively. Hence, the upwelling was
not a major driving force. A similar cold-water enhance-
ment was observed during Katrina and Rita in 2005 by
Jaimes and Shay (2009). The magnitude of the observed
cooling for Rita in GOM was greater than 48C, and it was
explained by wind-driven upwelling at a magnitude of
1 cm21 (Jaimes and Shay 2009). Our estimates of SST cool-
ing and vertical velocity in this study are approximately

50% smaller than those of their study. This can be explained
by the TC intensity differences between category-2 Laura
and category-4 Katrina and Rita.

At 54 h at 1200 UTC 26 August (Figs. 15d,e,f), the storm was
located in the warm northern GOM, with a temperature above
308C. The persistent SST for H21A (Fig. 15d) accounts for this
prediction of high intensity (148 kt). Despite the 17-kt intensity
difference between H21H (137 kt) and H3W1 (120 kt), the

FIG. 10. (a) The 54-h forecast for the Charnock coefficient ratio [shaded at 0.1 contour intervals in (a)] and the drag
coefficient Cd as a function of predicted winds each quadrant for (b) H3W1, (c) H21H, and (d) H21A. Data shown
are from the 0600 UTC 24 August 2020 cycle simulations. Black and red contours in (a) denote the radius of the wind
threshold of 50 kt (inner) and 64 kt (outer), and the maximum wind (Rmax), respectively. Blue, orange, green, and
red dots in (b)–(d) represent the Cd estimates for the northeast (NE), northwest (NW), southwest (SW), and south-
east (SE) quadrant, respectively.

FIG. 11. (a) Daily OISST estimates of SST cooling in the GOM for 21–27 Aug 2020, and (b) SSTs at different loca-
tions [black dots in (a) sampled each day from day 0 (21 Aug 2020)] ∼37 km east of the best track.
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H3W1 SST prediction inside R34 was about 0.58C cooler than
that of H21H.

c. Wave results

We validated significant wave height (Hs) and peak period
(Tp) forecasts using directional wave observations from
34 NDBC buoy stations in the western North Atlantic basin
(Fig. 4). Among these, we chose two stations: one to the east
(buoy 42003) and the other to the west (buoy 42019) of the
track. Figure 16 shows the results based on the 0600 UTC
24 August 2020 cycle simulations in a normalized Taylor dia-
gram. A comparison of observations from the 34 stations sug-
gests that H3W1 had a higher overall performance for Hs
(red diamond), with 0.90 R, 1.10 STD, and 0.45 CRMSE, and

comparatively lower performance for Tp (blue circle), having
0.53 R, 0.95 STD, and 0.90 CRMSE. The Hs performance is
related to prediction skills of the 10-m wind speed (u10; green
triangle) and wind direction (udir; yellow reverse triangle).
The low Tp statistics were probably dominated by discrepan-
cies from the stations in a remote area.

Direct comparisons of predicted wave properties were
made at two NDBC stations, 42003 and 42019, using the time
series of plots for five days from 0600 UTC 24 August to
1200 UTC 29 August 2020 (Fig. 17). The predicted and ob-
served Hs values showed good agreement, with a correlation
coefficient of 0.96, with peak values of 6 and 4 m for the east
(42003) and west stations (42019), respectively. The Tp pre-
dictions also showed good agreement with the observations,

FIG. 12. Comparisons of the model’s daily averaged SST (y axis) and OISST (x axis) for the 0600 UTC 24 Aug 2020
cycle, with error bars associated with the estimates in (a) the two-way coupled run (H21H) and (b) the three-way cou-
pled run (H3W1). The area considered spans from 2608 to 3358E in longitude and from 58 to 408N in latitude.

FIG. 13. Representation of the performance of ocean variables for the H3W1 (blue) and H21H (red) simulations,
compared to observations (black star), in normalized Taylor diagrams with the standard deviation on the radial axis,
the correlation coefficient on the angular axis, and the centered root-mean-square error (CRMSE) for solid thick
curves: (a) the 0000 UTC 21 Aug 2020 cycle and (b) the 0600 UTC 24 Aug 2020 cycle. The observations were ob-
tained from 13 gliders in the Gulf of Mexico and the vicinity of Puerto Rico.
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but their correlation coefficients were smaller, i.e., 0.78 and
0.80, respectively, likely due to lagging, primarily for the pe-
riod of the storm approaching between 0600 and 1800 UTC
August, with the predicted wind speed ranging from 10.9 to
14.2 m s21 (Fig. 17c). Potential sources to explain this discrep-
ancy include the prediction track and intensity errors of
∼55.0 km and 9.0 kt over the 12 h, respectively. During this
period, wave predictions that changed from dominant waves
combined with individual waves to single-wind seas may ac-
count for the differences evident in Figs. 17a and 17b.

Station 42019 recorded the maximum Hs of 4.5 m at
2100 UTC 26 August. H3W1 predicted 4.1 m Hs (Fig. 16e),
suggesting that this was not exactly wind seas but combined
wind waves and swells generated by the TC located ∼249 km
to the east.

We found that storm-induced waves not only influenced
the field near the TC but also had an impact ahead of the

storm (mostly due to swell) that was evident at the 42019 sta-
tion. This is particularly important when a storm approaches
the coast. The model wave height grows tall in open water in
parallel with the wind increase, having higher, longer, older,
and growing waves on the right side of the TC. The maximum
Hs (∼13.5 m at 54 h) was typically located in the right quad-
rant. However, with the increase in time the long waves ex-
tended from the storm’s front-right quadrant to the front
right and left quadrants, concurrently growing longer from
O(120) m at 24 h (valid at 0600 UTC 26 August 2020) to
O(300) m at 54 h (valid at 1200 UTC 26 August 2020), for ex-
ample. Coincidentally, after forecast hour 54, H3W1 pre-
dicted forerunner waves running in parallel with the coastline,
more conspicuous on the west of the predicted track, in con-
trast to the asymmetric wave field when the storm is on the
open ocean. This implies that waves become fetch-limited as
a storm approaches the coastline, and they are reflected.

FIG. 14. Comparisons of (a),(c),(e) temperature and (b),(d),(f) salinity transects between glider (top) NG645 track,
(middle) H21H, and (bottom) H3W1 data, from 0600 UTC 24 Aug to 1200 UTC 29 Aug (y axis). The simulations in-
volved the forecasts for the 0600 UTC 24 Aug 2020 cycle, and they were interpolated to the glider transect. The dot-
ted contour denotes MLD, and the solid contours represent the depth of the 268C isotherm (Z26).
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An additional feature in the GOM is a wave setup from a pre-
vious storm that can influence the wave height prediction for
the following TC. For example, buoys 42003, 42039, 42002,
and 42019 showed Hs values greater than at least 1 m after
Marco and before Laura. Another example is a similar wave
setup for a slow-moving or recurving TC, e.g., Isidore (2002),

which exhibited Hs values greater than 2 m and less than 5 m
for about 5 days at NDBC buoys 42040, 42002, and 42019
(Chao et al. 2005). This suggests the complexity of the upper
ocean response to a TC in GOM, and wave coupling should
be considered in numerical studies.

d. Ocean heat content (OHC)

To investigate the OHC response to Laura, we estimated
OHC using the definition provided in Leipper and Volgenau
(1972):

OHC 5

�0

z26
rwCp(T 2 26)dz,

where rw is the seawater density, Cp is the specific heat capac-
ity at constant pressure, T is the seawater temperature (8C),
z is the depth, and z26 is the depth of the 268C isotherm. The
initial OHC is similar between H21H (Fig. 18a) and H3W1
(Fig. 18b), including the locations of the maximum OHC
(197 kJ cm22 for H21H and 189 kJ cm22 for H3W1) in the
Colombia basin, the high OHC (145 kJ cm22) at the LC, and
the low OHC of ∼25 kJ cm22 between a warm eddy and the
LC. Over 60 forecast hours, OHC changes are substantial,
having a local maximum in the east or behind the TC center
with the maximum of 68 kJ cm22 recorded for H21H
(Fig. 18c) and 48 kJ cm22 for H3W1 (Fig. 18d). Another nota-
ble difference is that the H21H OHC loss extends farther to
the east than the H3W1. This is probably due to the intensity
and TC size predictions. Compared to H3W1, the average

FIG. 15. Set of (top) 42-h and bottom) 54-h forecast SSTs for a footprint (500-km radius from the TC center) from the 0600 UTC
24 Aug 2020 cycle for (a),(d) H21A; (b),(e) H21H; and (c),(f) H3W1. Black arrows in (b) and (c) and (e) and (f) indicate the forecast sur-
face currents. The black line denotes the predicted track. Dashed circles represent the predicted radius of the 34-kt (R34), 50-kt (R50),
and 64-kt (R64) winds.

FIG. 16. Normalized Taylor diagram for significant wave height
(Hs), peak period (Tp), 10-m wind (u10), and 10-m wind direction
(udir) between the model and NDBC observations (NDBC) for
the 0600 UTC 24 Aug 2020 cycle.
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Vmax and R34 for 60 h are 7.8 kt higher and 16.35 km larger,
respectively.

Comparing the model’s OHC values to the observations,
the loss due to Laura was more apparent at NG645 than
NG314 (Figs. 19a,c). At NG645, the observed OHC loss
was ∼32 kJ cm22 (Fig. 19a) from ∼85 to 53 kJ cm22 on aver-
age before and after Laura, respectively, whereas NG314
observed few variations before and relatively large varia-
tions after the storm, with a mean of 69 kJ cm22 and stan-
dard deviation of 8.6 kJ cm22, which is mainly explained by
the post-storm variations (Fig. 19c). In general, H21H pre-
dicted OHC values similar to observations after Laura at
NG645 and before Laura at NG314, but large differences
with the H21H estimates include O(21) kJ cm22 of overpre-
diction for the pre-storm period at NG645 and 17 kJ cm22

of underprediction for the post-storm period at NG314.
The former suggests that H21H lost ∼53 kJ cm22 of OHC,
which is ∼65% more than the observed value (Fig. 19a).
Conversely, H3W1 predicted small OHC values at both
locations by an average of 26 kJ cm22 (Fig. 19a) and
48 kJ cm22 (Fig. 19c). The storm-induced OHC loss for
H3W1 was about 24 kJ cm22, which is half of the H21H loss
and ∼75% of the observed magnitude. H3W1 also under-
predicted OHC at NG314, with an MD and RMSE of 20

and 9.5 kJ cm22, respectively. If we consider T100, which is
another metric for indicating the available heat in the ocean,
proposed by Price (2009), the H3W1 predictions showed rel-
atively good agreement with the observations, with 0.18C
MD and 0.58C RMSE at NG645 (Fig. 19b), and 0.38 and
0.48C of MD and RMSE at NG314 (Fig. 19d). However,
H21H consistently overestimated T100 at both NG645 and
NG314 by an average of 1.38 and 1.08C, respectively. In sum-
mary, H3W1 underestimated z26 and OHC. However,
H3W1 predicted about the same amount of OHC loss or
T100 cooling as the observations. In contrast, H21H overes-
timated T100, although it had a similar OHC intensity to the
observed data. The OHC loss and T100 cooling caused by
Laura were predicted well by H3W1 but were overpredicted
by H21H.

The H3W1 OHC at the NG645 and NG314 locations was
either marginal or smaller than the lower limit (60 kJ cm22)
for the TC support (Mainelli et al. 2008). However, the storm
took up as much as 1148.5 W m22 at NG645 for H3W1, but
250 W m22 less than the H21H counterpart (Fig. 19e). This
cannot be explained by OHC, because the magnitude is either
60 kJ cm22 or below. Nonetheless, H3W1 still provided
626.6 W m22 heat flux to the storm in spite of only 48 kJ cm22

OHC at the site.

FIG. 17. Comparisons of a time series of (a),(e) significant wave height (m); (b),(f) peak period (s), (c),(g) 10-m
wind (m s21); and (d),(h) 10-m wind direction from true north between H3W1 simulations (blue) and observations
(black) at stations (left) 42003 and (right) 42019.
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e. Air–sea heat fluxes

We examined the enthalpy flux and found that the maxi-
mum value was located at the radius of maximum wind
(Rmax). Figure 20 shows the radial mean flux as a function of
the normalized radial distance from a TC center (r/Rmax) for
the x axis and forecast lead time from 3 to 78 h before landfall
(denoted by a dashed line) for H21A (Fig. 20a), H21H
(Fig. 20b), and H3W1 (Fig. 20c). The value is a bin average at
every 0.2 r/Rmax. The largest flux was observed at about 51 h
for all three runs, but the overall magnitude was the smallest
for H3W1, of which the maximum estimate was 1343.2 W m22

and this was 622.3 and 262.2 W m22 lower than the H21A and
H21H counterparts, respectively. A similar result was found
in terms of the flux variation, showing the magnitude of
81.5 W m22 for H3W1, followed by 104.0 W m22 for H21H,
and 136.4 W m22 for H21A.

The time rate of enthalpy flux changes (Figs. 20d–f) sug-
gests two periods of gain. These events appear to share two
commonalities of warm SST and slow translation speed, and a
difference which is the storm intensity. For the first event,
when Laura passes the LC after entering the GOM (18–24 h),
the predicted winds (Vmax) are relatively weak, ranging be-
tween 55 (H3W1) and 73 kt (H21A), and Ut reaches a local
minimum at 12–18 h of 6.0 m s21 (H21A), 7.5 m s21 (H21H),
and 6.6 m s21 (H3W1). After the storm reaches a local peak
Ut of O(8.5) m s21 over the next 6 h, the storm slows down

again. At the time of the second episode (42–54 h), the storm
is located over the warm water northwestern GOM, with a
Vmax of#∼85 kt and a Ut of 6.5 m s21.

In this study, we explicitly focused on employing zo consider-
ing the sea states predicted by WW3, whereas zt was estimated
using Eq. (2) and the zt–U10 fitted curve (appendix B) or the
Ck–U10 relationship. Because of the weaker U10 prediction, the
H3W1 heat flux was smaller. In addition, SST cooling induced
by the storm was higher due to the enhanced mixing in
HYCOM (Fig. 15). The combination of the two processes ac-
counts for the relatively lower heat flux than H21A and H21H.

5. Summary and conclusions

Directional wave coupling and nonlinear interactions in the
air–sea interaction zone have been added to the U.S. NCEP’s
operational HWRF system. In this study, we evaluated the
predictability of the full hurricane–ocean–wave coupled sys-
tem through simulations of Hurricane Laura (2020), by ana-
lyzing the performance of each component of the models. For
comparison purposes, we included simulations of the atmo-
spheric model (H21A) and the two-way coupled hurricane–
ocean system (H21H). The homogeneous validation of all 27
verifiable cases showed performance improvements in track
and intensity forecasts of 27% and 17%, respectively, over
H21A and of 5% each over H21H. Further analysis suggests

FIG. 18. Initial ocean heat content (OHC; kJ cm22) for (a) H21H and (b) H3W1, and OHC change at (c),(d) the
60-h lead hour. The dotted black line denotes the predicted track and TC locations at the 6-hourly intervals. The black
solid circles in (c) and (d) indicate the 60-h forecast TC location. The dotted contour lines denote 60 kJ cm22.
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that H3W1 shows better predictability of rapid intensification
and storm structure.

The storm-induced cooling and SST simulations by dynamic
ocean coupling improved the storm intensity, whereas persis-
tent SST employed for the uncoupled atmospheric model re-
sulted in over-intensification. Despite more cooling in the upper
ocean, explicit wave coupling further improved the storm inten-
sity, especially delaying premature intensification predicted by
the ocean-only coupled and uncoupled system. Because of the
underprediction of SST and overprediction of SST cooling, the
H4W1 heat flux was 15% and 38% smaller at peak intensity
(54 h), for instance, compared to H21H and H21A, respectively.
This systematic SST bias, however, little influenced the flux ex-
changes when the storm passed over the LC, showing the ex-
changes similar to the estimates with no feedback and twice the
magnitude of the two-way coupled estimates.

Simulations of the ocean state showed a reasonable accuracy in
representing upper ocean conditions within the model uncertainty

of RTOFS (Morris et al. 2016; Ryan et al. 2015). The in-storm
glider observations supported the skill improvement in terms of
the metrics, except MLD. Because the MLD skill degradation ex-
isted for both the H21H and H3W1 simulations (Fig. 13), the
Langmuir mixing could be ruled out from the primary controlling
parameter, orMLDmight be an inapt metric. The T100 evolution
in response to the storm agreed with the NDBC buoy observa-
tions better than MLD (Fig. 14) and OHC (Fig. 20). Further-
more, the ocean with OHC less than 60 kJ cm22 continued
providing the enthalpy flux as much as 1148.5 Wm22 (H3W1).

This work demonstrates the numerical advancement of a
hurricane forecasting system by including wave coupling and
nonlinear interactions between the component models. Un-
like recent studies, e.g., Chen et al. (2013) and R14, which
have shown quadrant-dependent Cd values, this study shows
little variation in space. This was accounted for by employing
the scaling of zo with the sea-state-dependent zow in the atmo-
spheric surface boundary. The agreement of the model-resolved

FIG. 19. Comparisons of (a),(c) OHC and (b),(d) T100 between simulations and observations (black dots and line)
by NG645 and NG314. Model heat flux estimates at (e) NG645 and (f) NG324. Red and blue dots and lines denote
H21H and H3W1, respectively. Vertical dashed lines represent the time when Laura was situated at the closest dis-
tance to each site.
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wave properties with NDBC buoy observations conversely sup-
ports the parameterization of the wave spectral tail in the wave
boundary layer. A future effort will be further improvement of
air–sea–wave parameterizations, specifically the direct use of
zow and retuning for the full three-way coupling system. Over-
all, the full atmosphere–ocean–wave coupled forecasts for the
case study were encouraging, and the performance evaluated in
this study supported the transition to the next-generation opera-
tional hurricane prediction system.
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APPENDIX A

Surface Roughness for Momentum Flux (zo)

This section presents the zo formula (in m) employed
over the sea points in the atmospheric component of the
HWRF model, version 2021. A polynomial fitted curve is
constructed using different approaches for two major wind
ranges. For low to moderate winds, it adopts the Cd and
10-m wind (U10 in m s21) relationship from COARE v3.5
(Edson et al. 2013) and, for high winds, it is fitted to avail-
able observational data:

zo 5

exp(p10 1 p11 3 U10 1 p12 3 U2
10 1 p13 3 U3

10), for 0:0#U10 # 6:5
exp(p20 1 p21 3 U10 1 p22 3 U2

10 1 p23 3 U3
10 1 p24 3 U4

10 1 p25 3 U5
10), for 6:5 , U10 # 15:7

exp(p30 1 p31 3 U10 1 p32 3 U2
10 1 p33 3 U3

10 1 p34 3 U4
10 1 p35 3 U5

10), for 15:7 , U10 # 53:0
p40, for 53:0 , U10

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

FIG. 20. Enthalpy flux (Wm22) estimated at (a)–(c) the 3-h intervals in a 0.2 binned area and (d)–(f) time rate of the
change as a function of the normalized radial distance (r/Rmax) for H21A in (a), H21H in (b), and H3W1 in (c), with
lead times (y axis) from 3 to 78 h for the 0600 UTC 24 Aug 2020 cycle. The horizontal dashed line denotes landfall.
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where the coefficients are p10 5 28.396 975 715 683 501 3 100,
p115 21.5978985152517173 100,p125 2.8557808632838193 1021,
p135 21.2965218816826943 1022, p205 2.147 264 0203 694 13 3

1025 , p21 5 1.739 759 082 358 234 3 1027 , p22 5

21.240239171056262 3 1026, p23 5 1.962282433562894e 3 1027,
p24 5 3.281964357650687 3 1029, p25 5 3.790846746036765 3

10210, p30 5 21.663993561652530 3 101, p31 5 1.255457892775006
3 100, p325 26.1393155342163053 1022, p335 1.735308193700643
3 1023, p34 5 22.793 849 676 757 154 3 1025, p35 5

1.840 430 200 185 075 3 1027, and p40 5 4.579 369 142 033 410
3 1024.

APPENDIX B

Surface Roughness for Heat Flux (zt)

This section presents the zt formula (in m) over the open
ocean that was employed in the atmospheric component of the
HWRF model, version 2021. A polynomial fitted curve is con-
structed with different approaches for two major wind ranges.
For low to moderate winds, it adopts the Ck value and 10-m
wind (U10 in m s21) relationship from COARE v3.5 (Edson
et al. 2013) and, for high winds, it retains the Ck and 10-m
wind of the 2015 version (Tallapragada et al. 2016):

zt 5

p00, for 0:0#U10 # 5:9
p10 1 p11 3 U10 1 p12 3 U2

10 1 p13 3 U3
10, for 5:9 , U10 # 15:4

p20 1 p21 3 U10 1 p22 3 U2
10 1 p23 3 U3

10 1 p24 3 U4
10 1 p25 3 U5

10, for 15:4 , U10 # 21:6
p30 1 p31 3 U10 1 p32 3 U2

10 1 p33 3 U3
10 1 p34 3 U4

10 1 p35 3 U5
10, for 21:6 , U10 # 42:6

p40 1 p41 3 U10 1 p42 3 U2
10 1 p43 3 U3

10 1 p44 3 U4
10 1 p45 3 U5

10, for 42:6 , U10 # 51:5
p50 1 p51 3 U10 1 p52 3 U2

10 1 p53 3 U3
10 1 p54 3 U4

10 1 p55 3 U5
10, for 51:5 , U10 # 80:0

p60, for 80:0 , U10,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

where the coefficients are p00 5 1.100 000000000000 3 1024,
p10 5 8.644979973037803 3 1024, p11 5 22.633566691328004 3

1024, p12 5 3.342 963 077 911 962 3 1025, p13 5

22.163419217747114 3 1026, p14 5 7.052217518653943 3 1028,
p155 29.1937644798953163 10210, p205 1.4843416461282003
1024, p21 5 22.6802934559163903 1025, p22 5 1.982901461144764
3 1026, p23 5 27.299 148 051 141 852 3 1028, p24 5

1.325 396 583 616 614 3 1029, p25 5 29.40 272 245 0219 142 3

10212, p30 5 27.558 911 792 344 770 3 1025, p31 5

1.6594541062377373 1025, p32 5 21.3378418920627163 1026, p33
5 5.251986927351103 3 1028, p34 5 21.019028029546602 3 1029,
p355 7.9214466743118643 10212,p405 3.9514927072148833 1022,
p41 5 24.617267288861201 3 1023, p42 5 2.156326523752734 3

1024, p43 5 25.0275770455020033 1026, p44 5 5.845859022891930
3 1028, p45 5 22.706 461 188 613 193 3 10210, p50 5

29.027924333673693 3 1023, p51 5 8.407596231678149 3

1024, p52 5 23.2064211067134713 1025, p53 5 6.493685149526543
3 1027, p54 5 27.375373918500171 3 1029, p55 5

4.450334755105140 3 10211, p56 5 21.112896580069263 3 10213,
andp605 5.7911790798921913 1025.
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